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ABSTRACT. 

        The ongoing advances in implanted preparing have empowered the vision based frameworks to 

distinguish fire amid observation utilizing convolutional  neural systems (CNNs). In this undertaking 

propose a  financially savvy fire identification CNN engineering for observation recordings. To adjust 

the productivity and precision, the model is calibrated thinking about the idea of the objective issue and 

flame information. The proposed structure and approve its reasonableness for flame recognition in CCTV 

reconnaissance frameworks. At the point when the flame is recognized, this framework sends the alarm 

message utilizing GSM and sign is given through bell. 

 Keywords: Fire detection, image classification, real-world applications, deep learning, and CCTV    

video analysis,GSM 

 

In troduction. The increased embedded processing capabilities of smart devices have 

resulted in smarter surveillance, providing a number of useful applications in different 

domains such as e- health, autonomous driving, and event monitoring [1]. During 

surveillance, different abnormal events can occur such as fire, accidents, disaster, medical 

emergency, fight, and flood about which getting early information is important. This can 

greatly minimize the chances of big disasters and can control an abnormal event on time 

with comparatively minimum possible loss. Among such abnormal events, fire is one of the 

commonly happening events, whose detection at early stages during surveillance can avoid 

home fires and fire disasters [2]. Besides other fatal factors of home fires, physical 

disability is the secondly ranked factor which affected 15% of the home fire victims [3]. 

According to NFPA report 2015, a total of 1345500 fires occurred in only US, resulted in 

$14.3 billion loss, 15700 civilian fire injuries, and 3280 civilian fire fatalities. In addition, a 

civilian fire injury and death occurred every 33.5 minutes and 160 minutes, respectively. 

Among the fire deaths, 78% occurred only due to home fires [4]. One of the main reasons is 

the delayed escape for disabled people as the traditional fire alarming systems need strong 

fires or close proximity, failing to generate an alarm on time for such people. This 

necessitates the existence of effective fire alarming systems for surveillance. To date, most 

of the fire alarming systems are developed based on vision sensors, considering its 

affordable cost and installation. As a result, majority of the research is conducted for fire 



CNN BASED FIRE DETECTION WITH ALERTING SYSTEM USING GSM 

R. ABINAYA, S. KALAIMOZHI, A. ANBUKANI, A. ANANDRAJ  

9 

 

 

 

 

detection using cameras. 

 

   The available literature dictates that flame detection using visible light camera is the 

generally used fire detection method, which has three categories including pixel-level, 

blob-level, and patch-level methods. The pixel-level methods [5, 6] are fast due to usage of 

pixel-wise features such as colors and flickers, however, their performance is not attractive 

as such methods can be easily biased. Compared to pixel-level methods, blob-level flame 

detection methods [7] show better performance as such methods consider blob-level 

candidates for features extraction to detect flame. The major problem with such methods is 

the difficulty in training their classifiers due to numerous shapes of fire blobs. Patch-level 

algorithms [3, 8] are developed to improve the performance of previous twocategories of 

flame detection algorithms, however, such methods result in many outliers, affecting their 

accuracy. To improve the accuracy, researchers attempted to explore color and motion 

features for flame detection. For instance, Chen et al. [6] investigated the dynamic behavior 

and irregularity of flames in both RGB and HSI color spaces for fire detection. Since, their 

method considers the frame difference during prediction, hence, it fails to differentiate real 

fire from fire-like moving outliers and objects. Besides RGB and HSI color models, 

Marbach et al. [9] explored YUV color model in combination with motion features for 

prediction of fire and non-fire pixels. A similar method is proposed by Toreyin et al. [7] by 

investigating temporal and spatial wavelet analysis, however, the excessive use of 

parameters by this method limits its usefulness. 

 

   Another method is presented by Han et al. [10] by comparing the video frames and their 

color features for flame detection in tunnels. Continuing the investigation of color models, 

Celik et al. [11] used YCbCr with specific rules of separating chrominance component from 

luminance. The method has potential to detect flames with good accuracy but at small 

distance and larger size of fire only. Considering these limitations, Borges et al. [12] 

attempted to detect fire using a multimodal framework consisting of color, skewness, and 

roughness features and Bayes classifier. In continuation with Borges et al. [12] work, multi- 

resolution 2D wavelets combined with energy and shape are explored by Rafiee et al. [13] 

in an attempt to reduce false warnings, however, the false fire alarms still remained 

significant due to movement of rigid body objects in the scene. An improved version of this 

approach is presented in [14] using YUC instead of RGB color model, providing better 

results than [13]. Another color based flame detection method with speed 20 frames/sec is 

proposed in [15]. This scheme used SVM classifier to detect fire with good accuracy at 

smaller distance. The method showed poor performance when fire is at larger distance or 

the amount of fire is comparatively small. Summarizing the color based methods, it is can 

be noted that such methods are sensitive to brightness and shadows. As a result, the number 

of false warnings produced by these methods is high. To cope with such issues, the flameôs 

shape and rigid objects movement are investigated by Mueller et al. [16]. The presented 

method uses optical flow information and behavior of flame to intelligently extract a 

feature vector based on which flame and moving rigid objects can be differentiated. 
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Another related approach consisting of motion and color features, is proposed by [17] for 

flame detection in surveillance videos. To further improve the accuracy, Foggia et al. [14] 

combined shape, color, and motion properties, resulting in a multi-expert framework for 

real-time flame detection. Although, the method dominated state-of-the-art flame detection 

algorithms, yet there is still space for improvement. In addition, the false alarming rate is 

still high and can be further reduced. From the aforementioned literature, it is observed that 

fire detection accuracy has inverse relationship to computational complexity. With this 

motivation, there is a need to develop fire detection algorithms with less computational cost 

and false warnings, and higher accuracy. Considering the above motivation, we extensively 

studied convolutional neural networks (CNNs) for flame detection at early stages in CCTV 

surveillance videos. The main contributions of this article are summarized as follows: 

 

1. Considering the limitations of traditional hand- engineering methods, we 

extensively studied deep learning (DL) architectures for this problem and propose a 

cost-effective CNN framework for flame detection in CCTV surveillance videos. Our 

framework avoids the tedious and time consuming process of feature engineering and 

automatically learns rich features from raw fire data. 

2. Inspired from transfer learning strategies, we trained and fine-tuned a model with 

architecture similar to GoogleNet [18] for fire detection, which successfully dominated 

traditional fire detection schemes. 

3. The proposed framework balances the fire detection accuracy and computational 

complexity as well as reduces the number of false warnings compared to state- of-the-art 

fire detection schemes. Hence, our scheme is more suitable for early flame detection during 

surveillance to avoid huge fire disasters. 

 

The rest of the paper is organized as follows: In Section 2, we present our proposed 

architecture for early flame detection in surveillance videos. Experimental results and 

discussion are given in Section 3. Conclusion and future directions are given in Section 4 

 

THE PROPOSED FRAMEWORK . Greater part of the examination since the most recent 

decade is centered around customary highlights extraction techniques for fire recognition. 

The serious issues with such strategies is their tedious procedure of highlights designing 

and their low execution for fire identification. Such techniques additionally create high 

number of false cautions particularly in reconnaissance with shadows, changing lightings, 

and flame hued objects. To adapt to such issues, we widely contemplated and investigated 

profound learning designs for early fire recognition. Propelled by the ongoing 

enhancements in implanted handling abilities and capability of profound highlights, we 

researched various CNNs to improve the fire identification precision and limit the bogus 

alerts rate. An outline of our system for fire location in CCTV reconnaissance systems is 

given in Figure 1. 
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Figure 1. CCTV reconnaissance system 

 

A.CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE . CNN is a profound 

taking in structure which is enlivened from the component of visual impression of living 

animals. Since the principal surely understood DL design LeNet [19] for written by hand 

digits grouping, it has demonstrated promising outcomes for battling distinctive issues 

including activity acknowledgment [20, 21], present estimation, picture characterization 

[22-26], visual saliency recognition, object following, picture division, scene marking, 

object confinement, ordering and recovery [27, 28], and discourse handling. Among these 

application areas, CNNs have widely been utilized in picture arrangement, accomplishing 

empowering order exactness over extensive scale datasets contrasted with hand-designed 

highlights based strategies. The reason is their capability of taking in rich highlights from 

crude information just as classifier learning. CNNs by and large comprise of three primary 

tasks as showed in Figure 2.  

 

FIGURE 2. Fundamental activities of a normal CNN engineering. 
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   In convolution task, a few portions of various sizes are connected on the info 

information to produce highlight maps. These highlights maps are contribution to the 

following task known as subsampling or pooling where most extreme initiations are chosen 

from them inside little neighborhood. These tasks are critical for decreasing the element of 

highlight vectors and accomplishing interpretation invariance up to certain degree. Another 

imperative layer of the CNN pipeline is completely associated layer, where abnormal state 

reflections are displayed from the info information. Among these three principle tasks, the 

convolution and completely associated layers contain neurons whose loads are learnt and 

balanced for better portrayal of the information amid preparing process. For the expected 

grouping issue, we utilized a model like GoogleNet [18] with corrections according to our 

issue. The motivational reasons of utilizing GoogleNet contrasted with different models, for 

example, AlexNet incorporate its better arrangement precision, little measured model, and 

reasonableness of execution on FPGAs and other equipment designs having memory 

limitations. The proposed design comprises of 100 layers with 2 principle convolutions, 4 

max pooling, one normal pooling, and 7 initiation modules as given in Figure 3.  

 

 

 
 

 

Figure 3. Building diagram of the proposed profound CNN. 

 

The extent of information picture is 224×224×3 pixels on which 64 parts of size 7×7 are 

connected with walk 2, bringing about 64 highlight maps of size 112×112. At that point, a 

maximum pooling with piece measure 3×3 and walk 2 is utilized to sift through greatest 

initiations from past 64 highlight maps. Next, another convolution with channel measure 

3×3 and walk 1 is connected, bringing about 192 component maps of size 56×56. This is 

trailed by another maximum pooling layer with part estimate 3×3 and walk 2, sifting 

discriminative rich highlights from less essential ones. Next, the pipeline contains two 
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initiation layers (3a) and 3b. The inspirational reason of such initiation modulus helped 

engineering is to stay away from wild increment in the computational multifaceted nature 

and systems' adaptability to altogether expand the quantity of units at each stage. To 

accomplish this, dimensionality decrease system is connected before calculation hungry 

convolutions of patches with bigger size. The methodology utilized here is to include 1×1 

convolutions for decreasing the measurements, which thus limits the calculations. Such 

component is utilized in every commencement module for dimensionality decrease. Next, 

the engineering contains a maximum pooling layer of part estimate 3×3 with walk 2, trailed 

by four origin modules 4 (an e). Next, another maximum pooling layer of same detail is 

included, trailed by two more initiation layers (5a and 5b). At that point, a normal pooling 

layer with walk 1 and channel measure 7×7 is presented in the pipeline, trailed by a dropout 

layer to abstain from overfitting. At this stage, we changed the engineering as indicated by 

our arrangement issue by keeping the quantity of yield classes to 2 i.e., fire and non-fire. 

 

B  FIRE DETECTION IN SURVEILLANCE VIDEOS USING DEEP CNN  

 

It is exceedingly concurred among the exploration network that profound learning designs 

consequently take in profound highlights from crude information, yet some exertion is 

required to prepare diverse models with various settings for acquiring the ideal arrangement 

of the objective issue. For this reason, we prepared various models with various parameter 

settings relying on the gathered preparing information, its quality, and issue's tendency. We 

additionally connected exchange learning methodology which will in general take care of 

complex issues by applying the recently learned information. Subsequently, we effectively 

improved the fire location precision up to 6% from 88.41% to 94.43% by running the 

calibrating procedure for 10 ages. After a few trials on benchmark datasets, we concluded 

an ideal engineering, having the capacity to distinguish fire in both indoor and open air 

reconnaissance recordings with promising precision. For getting derivation from the 

objective model, the test picture is given as an info and went through its design. The yield 

is probabilities for two classes i.e., fire and non-fire. The most extreme likelihood score 

between the two classes is taken as the last name of a given test picture. To show this 

methodology, a few pictures from benchmark datasets with their likelihood scores are given 
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in Figure 4.  

 

 

FIGURE 4. Probability scores and predicted labels produced by the proposed deep 

CNN framework for different images from benchmark datasets. 

III. RESULTS AND DISCUSSION  

 

In this area, every trial detail and examinations are delineated. We led tests from alternate 

points of view utilizing pictures and recordings from various sources. All investigations are 

performed utilizing NVidia GeForce GTX TITAN X with 12 GB locally available memory 

and profound learning system [29] and Ubuntu OS introduced on Intel Core i5 CPU with 

64 GB RAM. The tests and examinations are basically centered around benchmark fire 

datasets: Dataset1 [14] and Dataset2 [30]. Be that as it may, we additionally utilized 

information from other two sources [31, 32] for preparing purposes. The complete number 

of pictures utilized in tests is 68457, out of which 62690 casings are taken from Dataset1 

and staying from different sources. As a standard rule for preparing and testing, we pursued 

the test system of Foggia et al. [14] by utilizing 20% information of the entire dataset for 

preparing and the staying 80% for testing. To this end, we utilized 20% of flame 

information for preparing our GoogleNet based fire recognition display. Further insights 
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regarding datasets, trials, and correlations are delineated in the accompanying sub-areas. 

 

A.PERFORMANCE ON DATASET1  

 

Dataset1 is gathered by Foggia et al. [14], containing 31 recordings which spread diverse 

conditions. This dataset has 14 fire recordings and 17 typical recordings without flame. The 

dataset is trying just as bigger in size, improving it a choice for examinations. The dataset 

has been made trying for both shading based and movement based flame location 

techniques by catching recordings of flame like articles and mountains with smoke and 

mists. This is one of the inspirations for determination of this dataset for our analyses. 

Figure 5 demonstrates test pictures from this dataset. Table 1 demonstrates the exploratory 

outcomes dependent on Dataset1 and its examination with different strategies 

 

TABLE 1 

COMPARISON WITH DIFFERENT FIRE DETECTION METHODS 

 

Technique 

False Positives 

  (%)  

False Negatives 

(%)  

 

Accuracy (%) 

Proposed after fine 

   tuning (FT)  

0.054 1.5 94.43 

   Proposed before FT  0.11  5.5  88.41  

Muhammad et al. [2] (after 

FT) 

9.07 2.13 94.39 

Muhammad et al. [2] 

   (before FT)  

9.22 10.65 90.06 

   Foggia et al. [14]  11.67  0  93.55  

   De Lascio et al. [17]  13.33  0  92.86  

   Habibuglu et al. [15]  5.88  14.29  90.32  

Rafiee et al. (RGB) [13] 41.18 7.14 74.20 

   Rafiee et al. (YUV) [13]  17.65  7.14  87.10  

   Celik et al. [11]  29.41  0  83.87  

   Chen et al. [6]  11.76  14.29  87.10  
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FIGURE 5. Sample frames from videos of Dataset1. The top two rows are sample 

frames from fire videos while the remaining two rows represent sample frames from 

normal videos. 

 

The outcomes are contrasted and other fire identification techniques, which are cautiously 

chosen utilizing a choice criteria, mirroring the highlights utilized for flame recognition, 

time, and dataset. The best outcomes are accounted for by [14] among the current ongoing 

strategies by accomplishing an exactness of 93.55% with 11.67% false alerts. The score of 

false alerts is still high and needs further improvement. Along these lines, we investigated 

profound learning structures (AlexNet and GoogleNet) for this reason. The aftereffects of 
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AlexNet for flame location are taken from our ongoing work [2]. At first, we prepared 

GoogleNet show with its default piece loads which brought about an exactness of 88.41% 

with false positives score of 0.11%. The standard GoogleNet engineering arbitrarily 

introduces the portion loads which are tuned by the exactness and blunder rate amid the 

preparation procedure. While trying to improve the exactness, we investigated exchange 

learning [33] by instating the loads from pre-prepared GoogleNet model and keep the 

learning rate  

limit to 0.001. Further, we additionally changed the last completely associated layer 

according to the idea of the planned issue. With this calibrating procedure, we diminished 

the bogus cautions rate from 0.11% to 0.054% and false negatives score from 5.5% to 1.5%, 

individually. 

 

B.PERFORMANCE ON DATASET2  

 

At the point when Dataset2 was gotten from [30], containing 226 pictures out of which 119 

pictures have a place with flame class and 107 pictures have a place with non-fire class. 

The dataset is little however difficult as it contains red-hued and fire-shaded items, fire-like 

daylight situations, and flame hued lightings in various structures. Figure 6 indicates test 

pictures from this dataset. Note that no picture from Dataset2 was utilized in preparing the 

proposed model for flame recognition. The outcomes are contrasted and five strategies 

including both hand-craftedfeatures based techniques and profound learning based 

technique. These papers for correlation were chosen dependent on their importance, hidden 

dataset utilized for examinations, and year of production. In contrast to test measurements 

of Table 1, we utilized different measurements (exactness, review, and F-measure [34, 35]) 

as utilized by [30] for assessing the execution of our work from alternate points of view. 

The gathered outcomes utilizing Dataset2 for our technique and different calculations are 

given in Table 2. In spite of the fact that, the general execution of our strategy utilizing 

Dataset2 isn't superior to our ongoing work [2], yet it is rivaling it and is superior to 

anything hand-created highlights based fire discovery techniques. 
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TABLE 2 

RESULTS OF DATASET2 FOR THE PROPOSED METHOD AND OTHER FIRE 

DETECTION METHODS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Technique  Precision  Recall  F-Measure

  

Proposed after 

fine 

   tuning (FT)  

0.8

0 

0.9

3 

0.8

6 

   Proposed before 

FT  

0.86  0.89  0.88  

Muhammad 

et al. [2] 

(after FT) 

0.8

2 

0.9

8 

0.8

9 

Muhammad et 

al. [2] 

   (before FT)  

0.8

5 

0.9

2 

0.8

8 

   Chino et al. [30]  0.4-0.6  0.6-0.8  0.6-0.7  

   Rudz et al. [36]  0.6-0.7  0.4-0.5  0.5-0.6  

   Rossi et al. [37]  0.3-0.4  0.2-0.3  0.2-0.3  

Celik et al. [11] 0.4-0.6 0.5-0.

6 

0.5-0.6 
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EXISTING SYSTEM  

                                       An IOT based fire alarming and 

authentication system for workhouse using raspberry pi has implemented.Here the system is 

installed with fire sensor, gas sensor and PIR sensor for the purpose of detection of fire.When 

the sensor detects the flame the water sprinkler motor gets on automatically For the purpose 

of  people alert buzzer is used.The measured condition about the sensor monitored through 

IOT. 

 

BLOCK DIAGRAM  

 

Flame sensor is used for fire detection, gas sensor is used to air quality and PIR sensor is used 

motion changes.The measured signals given to raspberry pi.The Raspberry Pi processes all 

the received data and responds based on the values of the sensor outputs. The Motor is 

switched ON when the fire is  detected.Then measured details are monitored through IOT.  
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PROPOSED SYSTEM 

 

Deep learning (DL) architectures for this problem and propose a cost-effective CNN 

framework for flame detection in surveillance videos. Our framework avoids the tedious and 

time consuming process of feature engineering and automatically learns rich features from 

raw fire data. Inspired from transfer learning strategies, we trained and fine-tuned a model 

with architecture similar to Google Net for fire detection, which successfully dominated 

traditional fire detection schemes.The proposed framework balances the fire detection 

accuracy and computational complexity as well as reduces the number of false warnings 

compared to state-of-the-art fire detection schemes. Based on CNN fire detection 

information is serially transmitted to controller using UART. when controller receives fire 

detected information, sends the alert message using GSM.Buzzer is used for fire indication 

purpose. 
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ARDUINO   

    Arduino is an open-source prototyping platform based on easy-to-use hardware and 

software. Arduino boards are able to read inputs - light on a sensor, a finger on a button, or a 

Twitter message - and turn it into an output - activating a motor, turning on an LED, 

publishing something online. You can tell your board what to do by sending a set of 

instructions to the microcontroller on the board. To do so you use the Arduino programming 

language (based on Wiring), and the Arduino Software (IDE), based on Processing.  

 

 

LCD DISPLAY  

                

LCD (Liquid Crystal Display) screen is an electronic display module and find a wide range 
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of applications. A 16x2 LCD display is very basic module and is very commonly used in 

various devices and circuits. These modules are preferred over seven segments and other 

multi segment LEDs. The reasons being: LCDs are economical; easily programmable; have 

no limitation of displaying special & even custom characters(unlike in seven 

segments), animations and so on.A 16x2 LCD means it can display 16 characters per line and 

there are 2 such lines. In this LCD each character is displayed in 5x7 pixel matrix. This LCD 

has two registers, namely, Command and Data.The command register stores the command 

instructions given to the LCD. A command is an instruction given to LCD to do a predefined 

task like initializing it, clearing its screen, setting the cursor position, controlling display etc. 

The data register stores the data to be displayed on the LCD. 

 

 

BUZZER 

 

A buzzer or beeper is an audio signalling device, which may be mechanical, 

electromechanical, or piezoelectric. Typical uses of buzzers and beepers include alarm 

devices, timers, and confirmation of user input such as a mouse click or keystroke. 
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ARDUINO IDE  

 

The Arduino  integrated development environment (IDE) is a cross-platform application 

(for Windows, macOS, Linux) that is written in the programming language Java. It is used to 

write and upload programs to Arduino board.Arduino is an open-source electronics platform 

based on easy-to-use hardware and software. Arduino boards are able to read inputs - light on 

a sensor, a finger on a button, or a Twitter message - and turn it into an output - activating a 

motor, turning on an LED, publishing something online. You can tell your board what to do 

by sending a set of instructions to the microcontroller on the board 
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CONCLUSIONS 

 

The ongoing improved handling capacities of savvy gadgets have demonstrated promising 

outcomes in observation frameworks for distinguishing proof of various irregular occasions 

i.e., fire, mishaps, and different crises. Flame is one of the risky occasions which can result 

in extraordinary misfortunes on the off chance that it isn't controlled on time. This requires 

the significance of growing early flame location frameworks. Along these lines, in this 

exploration article, we propose a financially savvy fire location CNN design for 

reconnaissance recordings. When it recognizes it alarms the general population utilizing 

ringer sign and send the alarm message utilizing GSM. Through investigations, it is 

demonstrated that the proposed design rules the current hand-made highlights based flame 

location strategies. 
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